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This meeting is being recorded. The recording and meeting 
materials will be available on our website.

Please enter your name, title, and organization into the chat 
box for attendance.

Please make sure your microphones are muted during the 
presentations. 

When asking a question, please utilize the Raise Your Hand 
feature and state your name and organization.

You may also utilize the chat box to ask questions.
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Welcome!



Welcome!

To bring together a group of government 
representatives, health officials, academic 
representatives, and air quality experts to 
evaluate data that may indicate a need for 
additional air quality improvement strategies 
to address concerns over localized air 
pollution, with a focus on transportation 
sources.
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Objective:



NCTCOG PRESENTATION

Monitoring Under the Rider 7 
Local Air Quality Planning Grant
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Rider 7 Monitoring
Rider 7 Local Air Quality Planning Grant exists for Ozone and PM2.5

Eligible activities are limited to:

o Monitoring of Pollution Levels
o Emission Inventories
o Data Analysis
o Modeling - limited

Rider 7 Ozone funds are only eligible to be used in counties that are close to 
being in non-attainment, with a design value of between 60 and 70 ppb.
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Current 
Ozone 
Monitors 
in North 
Central 
Texas
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Regulatory Monitoring Network

MAP

1. Pilot Point
2. Denton Airport South
3. Frisco
4. Greenville
5. Eagle Mountain Lake
6. Grapevine Fairway
7. Parker County
8. Keller
9. Dallas North
10. Rockwall Heath
11. Ft. Worth NW
12. Haws Athletic Center
13. California Pkwy
14. Arlington Municipal Airport
15. Dallas Hinton Street
16. Earhart
17. Convention Center
18. Dallas Executive Airport
19. Granbury
20. Cleburne Airport
21. Midlothian
22. Kaufman
23. Italy
24. Corsicana Airport
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Rider 7 Ozone – Monitoring Planning
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Rider 7 – Monitoring Devices

Aeroqual AQY-R

Air quality 
monitoring 
system designed 
to provide real-
time air quality 
data of ozone (0-
200 ppb), 
nitrogen dioxide 
(0-500 ppb), 
PM2.5 (0-1000 
µg/m3) mass 
concentration, 
temperature and 
relative humidity. 

FEM/ FRM Approved Devices:
2B Technologies (Ozone)

Wind direction and speed: 
Atmos 41W (Meteorological 
Data)

Low-Cost-Monitors: Aeroqual 
AQY-R

ATMOS 41W - METER Group

Dimensions (Height 
x Width x Depth):  
8.7 × 4.0 × 3.0 in (22 
× 10 × 7.6 cm) 

Model 108-L Ozone Monitor | 2B Tech

https://www.aqmd.gov/aq-spec/sensordetail/aeroqual-aqy-r
https://metergroup.com/products/atmos-41-wireless-remote-weather-station/
https://2btech.io/items/industrial-ozone-monitors/model-108-l-ozone-monitor/


Health and Monitoring Task Force - Rider 7 Ozone 7

Rider 7 Ozone – Monitoring Goals
Evaluate the influence of the Wolf Hollow Power Plant (Wolf Hollow II and 
planned III) - Bitcoin

Correlate meteorological conditions and ozone readings in the various locations

Track development of ozone readings

Compare precursors to ozone formation

Add to a better spatial coverage of pollution data in the DFW region

Although Rider 7 Ozone does aim for ozone and ozone precursor pollution, the 
Aeroqual also measures PM2.5 – more comprehensive pollution assessment.



Facilitate and create a 
more localized 

monitoring network, 
bundle access to the 
currently available 

monitoring stations 
and resources at one 

website, increase 
monitoring

Collect and provide 
access to 

impersonalized health 
data with correlate to 
AQ data, facilitate the 
understanding of AQ 

impact on public 
health 

Bring all interested 
parties together for 

information exchange, 
create an accessible 
public information 
platform, identify 

sources and 
mechanisms of AQ 

impacts

Goal: The One-Stop-Shop Monitoring Network

MONITORING COLLABORATIONHEALTH DATA
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Health Data Tools
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CO-Benefits Risk Assessment Health Impacts Screening and 
Mapping Tool (COBRA)

Web-based and Desktop Application

URL: https://www.epa.gov/cobra 

▪ Allows you to see how changes in pollutants (PM2.5, SO2, NOx, 
VOC) impacts human health at county, state, regional, or 
national level

▪ Users can supply own baseline emissions, population, and 
incidence data; and health impact and valuation functions to 
customize the model in the Advanced Options tab in the 
desktop version

Source: CO-Benefits Risk Assessment Health Impacts 
Screening and Mapping Tool (COBRA) | US EPA

https://www.epa.gov/cobra
https://www.epa.gov/cobra
https://www.epa.gov/cobra


Health Data Tools
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Regional Environmental Health Data Visualization Application 
(REHD) 

Tool: https://edap.epa.gov/public/extensions/EHD_public/EHD_public.html 

Webinar: https://www.youtube.com/watch?v=UhyK13qE374 

▪ Compare health and environmental datasets from the Centers for Disease 
Control and Prevention (CDC) and EPA EJSCREEN: Environmental Justice 
Screening and Mapping Tool along with other data. 

▪ For statistical reporting and analysis

▪ Contact: Sala Senkayi – Senkayi.Sala@epa.gov 

Source: Exploring Environmental Health Data Using An 
Interactive Data Visualization Application | US EPA

https://edap.epa.gov/public/extensions/EHD_public/EHD_public.html
https://www.youtube.com/watch?v=UhyK13qE374
mailto:Senkayi.Sala@epa.gov
https://www.epa.gov/perspectives/exploring-environmental-health-data-using-interactive-data-visualization-application
https://www.epa.gov/perspectives/exploring-environmental-health-data-using-interactive-data-visualization-application


https://www.nctcog.org/trans/quality/air

CHRIS KLAUS
Senior Program Manager

cklaus@nctcog.org
817-695-9286

JENNY NARVAEZ
Program Manager 

jnarvaez@nctcog.org
817-608-2342

VIVEK THIMMAVAJJHALA
Transportation System Modeler

vthimmavajjhala@nctcog.org
817-704-2504

DANIELA TOWER
Air Quality Planner
dtower@nctcog.org

817-704-5629
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ANALISA GARCIA
Air Quality Planner
agarcia@nctcog.org

817-695-9170

FOR MORE INFORMATION

Health and Monitoring Task Force - Rider 7 
Ozone

https://www.nctcog.org/trans/quality/air
mailto:cklaus@nctcog.org
mailto:jnarvaez@nctcog.org
mailto:vthimmavajjhala@nctcog.org
mailto:kbergstrom@nctcog.org
mailto:kbergstrom@nctcog.org








Midlothian Cement Plants 
 

Ended hazardous waste burning 
in Texas cement kilns

Replaced or modernized 
all three cement plants

Led a national campaign to reform 
EPA regulations for waste-burning 

cement kilns.

Our founding struggle was stopping the burning 
of hazardous wastes at three large old cement plants 
south of DFW

We worked for 13 years until we successfully:



Frisco Lead Smelter Downwinders helped 
Frisco residents 
close what turned out to be 
an illegally operating 
lead smelter 
that was exceeding 
national air pollution 
standards 
for lead. 

In less than a year 
we won the closure and clean-up 
of the smelter, 
which previously had 
the backing of EPA,
 state government 
and the City of Frisco.



Dallas Drilling Ordinance 

Despite what the Dallas Mayor 
said was “a done deal”, 

we stopped and reversed 
gas drilling leases  

in city parks and floodplains.

Then we passed 
a tough drilling ordinance 

that effectively
banned gas and oil drilling 

in Dallas City limits.





SharedAirDFW.com Network 

https://protect.checkpoint.com/v2/r02/___http://sharedairdfw.com___.YzJlOm5jdGNvZzpjOm86OWQ0ZDg3ZWFlMWQ2NjQyNWE5MzYwYzViZDZlNjUyNTc6Nzo0YzBmOjZmYTczYzQ2ODdkMmIxODhjMDYxZDUzZGYyZDA5ZTU4YzU3MTJjN2FjYjI4YjEwMjkyMjUwNThlYmUyODQ4ZGI6cDpUOkY




                                       Why?
                    Proximity to polluters

                     What determines proximity to polluters?
                                                                        Zoning

      How do you change Zoning?
         Through local government 

 

Black and Brown people are exposed 
to more and higher concentrations 
of air pollution than White people.



Black and Brown people are disproportionately exposed to 
higher concentrations of air pollution than White people.

Source: Industrial Economics Incorporated, “Analysis of PM2.5-Related 
Health Burdens Under Current and Alternative NAAQS.” 2022













Rolling Back Racist Zoning 







“Shingle 
Mountain”



GAF



Tamko and 
Deindustrializing 
Joppa



Neighborhood 
Plan 
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SharedAirDFW 
and
EJCPS Grant
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● SharedAirDFW is the only real time, second by second, 
hyperlocal air monitoring system in DFW

○ This is critical because neighborhood pollution can change 
block by block

● SharedAir is engineered by UTD’s MINTS Team and used by 
groups like Texas A&M to complete health projects

● The EJCPS grant will expand the SharedAir system into new 
communities and upgrade current monitors hardware

What Makes
this Special

26
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Project Timeline

Staff will touch base with 
each community partner 
listed in the EJCPS grant. 
We will verify that each 
group understands the 
grant and is willing to 
participate

Work with each 
community partner to set 
a plan to hold a SharedAir 
Network meeting. 

Begin placing monitors 
based on need and a 
democratic process 
created from the Network 
meeting

Follow the calendar 
created in the EJCPS 
work plan and use 
network meetings to 
strategize on how to 
improve and expand the 
network 

Q1 JANFEB

Connecting w/ 
Partners

Q1MARQ2APR

Create SharedAir 
Network

Q2 MAYJUNE

Placing new 
monitors

Rest of the Year

Research Planning

27
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Meet the Team

Dr. Lary
UT-Dallas

Lakitha 
Wijeratne
UT-Dallas

Dr. Natalie 
Johnson

     Texas A&M

Dr. Ping Ma
Texas A&M

28
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Growth
Strategy
SharedAirDFW is the most 
practical way for Downwinders 
to grow. If we can expand the 
network, we can connect more 
real time data to impacted 
communities

Expand 
the 

Network

Make data 
more user 

friendly

Educate 
communities 
on how to use 

Shared Air

Build local 
government 
partnerships

Work with 
community 
partners to 

place 
monitors

Cross-refere
nce air data 
with other 
research

Use 
monitors 
to initiate 
research

29
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MINTS-AI: Human Health and 
Sensing in Service of Society

Prof. David. J. Lary

Static AQ Monitors 
Calibrated with ML

Mobile AQ Monitors on EVs 
Calibrated with ML

Remote Sensing  
& AQ with ML

Humans as Sensors 
for AQ with ML

Hyperlocal AQ 
Microenvironments

Hyperlocal AQ 
Health Outcomes

Mobile AQ Monitors on Bikes 
Calibrated with ML
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ExposomeHumans as Sensors 
for AQ with ML

Hyperlocal AQ 
Health Outcomes

Hyperlocal AQ 
Microenvironments
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The Ultra-Fine Size Fraction Penetrates Deeply 
into the Lungs and is Seldom Monitored

naso-pharynx

alveolae

bronchi

larger than 10 μm 
stuck in upper 
respiratory tract 
can be blocked by  
surgical mask
smaller than 10 μm 
reach down to  
lower lungs 
can be blocked only 
by N95 filter

Sneeze Sneeze (vo ≈ 10 to 30 m/s)
Cough (vo ≈ 10 m/s)

Sneeze travels ≈ 7 to 8 m (23 to 27 feet)

Cough travels > 2 m

Exhalation 1.5 m

aerosols (< 10 μm) 
will reach the lower lungs 

blocked effectively only by N95 filter

large spray droplets (> 0.1 mm or 100 μm) 
will get lodged in upper respiratory tract 

can be blocked by surgical mask

Photograph of an actual sneeze plume

Photograph of an actual sneeze plume from Bourouiba L. Turbulent Gas Clouds and  
Respiratory Pathogen Emissions: Potential Implications for Reducing Transmission of  
COVID-19. JAMA. Published online March 26, 2020. doi:10.1001/jama.2020.4756
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Size Matters
Fine and ultrafine particulate matter tends to circumvent 
the mechanisms that the body has to deflect, detain, and 

destroy unwelcome visitors.

Ultrafine particles are like little Trojan horses, 
pretty much every metal known to humans 

can be found on them.



MINTS-AI

Studies suggest that the tiny pollutant particles can go 
up the nose and be carried straight to the brain via the 
olfactory nerve— bypassing the blood–brain barrier. 


The particles don’t travel alone. On their surfaces these 
particles carry contaminants, from dioxins and other 
chemical compounds to metals such as iron and lead. 


Particulate Matter acts as a vector, transporting any 
number of chemicals into the brain, chemicals that may 
act in different ways to cause damage.

Cytokines are a broad 
category of small proteins 



MINTS-AI
Lary et al

42 ENVIRONMENTAL HEALTH INSIGHTS 2015:9(S1)

Table 1. Particulate matter and health outcomes for PM10, PM2.5, and ultrafine particulates (UFPs) (modified from Ref. 2).

HEALTH OUTCOMES SHORT-TERM STUDIES LONG-TERM STUDIES

PM10 PM2.5 UFP PM10 PM2.5 UFP

Mortality

All causes XXX XXX X XX XX X

Cardiovascular XXX XXX X XX XX X

Pulmonary XXX XXX X XX XX X

Pulmonary effects

Lung function, eg, PEF XXX XXX XX XXX XXX

Lung function growth XXX XXX

Asthma and COPD exacerbation

Acute respiratory symptoms XX X XXX XXX

Medication use X

Hospital admission XX XXX X

Lung cancer

Cohort XX XX X

Hospital admission XX XX X

Cardiovascular effects

Hospital admission XXX XXX X X

ECG-related endpoints

Autonomic nervous system XXX XXX XX

Myocardial substrate and vulnerability XX X

Vascular function

Blood pressure XX XXX X

Endothelial function X XX X

Blood markers

Pro-inflammatory mediators XX XX XX

Coagulation blood markers XX XX XX

Diabetes X XX X

Endothelial function X X XX

Reproduction

Premature birth X X

Birth weight XX X

IUR/SGA X X

Fetal growth

Birth defects X

Infant mortality XX X

Sperm quality X X

Neurotoxic effects

Central nervous system X XX

Notes: X, few studies. XX, many studies. XXX, large number of studies.
Abbreviations: UFP, ultrafine particle; PEF, peak expiratory flow; COPD, chronic obstructive pulmonary disease; IUG, intrauterine growth restriction; SGA, small 
for gestational age.

was to learn about the possible adverse e!ects, and then the 
focus shifted to investigating the exposure–response relation-
ships. Now with further advancement in technology and more 
awareness of health concerns, studies on composition-speci"c 
e!ects have emerged.12 With the implementation of compu-
tational #uid dynamics (CFD) models and digital imaging of 

organs, researchers have started to study the pathophysiology 
associated with PM to better understand the translocation of 
particulates in the human body after their deposition as well 
as the fate of these particulates in impacting health.

Most short-term exposure impact studies on PM2.5, 
whether for morbidity or mortality, focus on cardiovascular/

Studies suggest that the tiny 
pollutant particles can go up the 

nose and be carried straight to the 
brain via the olfactory nerve— 

bypassing the blood–brain barrier. 


The particles don’t travel alone. On 
their surfaces these particles carry 

contaminants, from dioxins and 
other chemical compounds to 
metals such as iron and lead. 


Particulate Matter acts as a 
vector, transporting any number of 
chemicals into the brain, chemicals 

that may act in different ways to 
cause damage.

Cytokines are a broad 
category of small proteins 
important in cell signaling

After 14 days of exposure to pollutants during the gestational period, researchers found deposits of trace elements silica (Si), iron (Fe), and 
aluminum (Al) in rat brains (Top Right). They also found a loss of myelin—the insulating sheath around nerve fibers—in the corpus callosum of male 
rat brains (Bottom Right). Image credit: Uschi M. Graham (University of Kentucky, Lexington, KY) (Top) and Deborah Cory-Slechta (Bottom).

Particles May Enter the Brain via the Bloodstream 
Small particles can slip through the plasma membrane of alveoli—the tiny air sacs in the lungs—and 
get picked up by capillaries. The particles are then distributed around the body in the blood. Although 
some of these particles may eventually breach the blood–brain barrier, but a pollutant need not 
enter the brain to cause trouble there. The immune system can react to particles in the lung or 
bloodstream, too, triggering widespread inflammation that affects the brain.

Cory-Slechta received a surprising request from some 
University of Rochester environmental medicine colleagues. 
Typically, the group researched the effects of air pollution on 
the lungs and hearts of adult animals. But they had just 
exposed a group of newborn mice and asked Cory-Slechta’s 
team to look at the brains. When she examined the animals’ 
tissue. “It was eye-opening. I couldn’t find a brain region 
that didn't have some kind of inflammation.”

How air pollution threatens brain health, Lynne Peeples, Proceedings of the National Academy of 
Sciences Jun 2020, 117 (25) 13856-13860; DOI: 10.1073/pnas.2008940117

Particulate Matter

The epidemiological and 
toxicological evidence suggest that 
particulate matter acts as a 
carcinogenic factor in humans, 
causing high rates of genomic 
alterations. Particulate matter is 
capable of inducing genomic 
instability during the carcinogenic 
process and our genetic background 
influences the response to the 
sources of damage.

Human Health Impacts
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DALL·E generated image 
a brain scan of a man inhaling polluted air visibly entering his nostrils which can be seen 

reaching his brain degrading his cognitive performance, photorealistic

The impact of exposure to air pollution on
cognitive performance
Xin Zhanga,1, Xi Chenb,c,1, and Xiaobo Zhangd,e,2

aSchool of Statistics, Beijing Normal University, Beijing 100875, China; bDepartment of Health Policy and Management, Yale School of Public Health, New
Haven, CT 06520; cDepartment of Economics, Yale University, New Haven, CT 06511; dNational School of Development, Peking University, Beijing 100871,
China; and eDivision of Development Strategy and Governance, International Food Policy Research Institute, Washington, DC 20005

Edited by Robert M. Hauser, Center for Demography of Health and Aging, Madison, WI, and approved July 23, 2018 (received for review June 8, 2018)

This paper examines the effect of both cumulative and transitory
exposures to air pollution for the same individuals over time on
cognitive performance by matching a nationally representative
longitudinal survey and air quality data in China according to
the exact time and geographic locations of the cognitive tests.
We find that long-term exposure to air pollution impedes cogni-
tive performance in verbal and math tests. We provide evidence
that the effect of air pollution on verbal tests becomes more pro-
nounced as people age, especially for men and the less educated.
The damage on the aging brain by air pollution likely imposes
substantial health and economic costs, considering that cognitive
functioning is critical for the elderly for both running daily errands
and making high-stake decisions.

aging | cognitive decline | air pollution | gender difference | China

While a large body of literature has shown that air pollution
harms human health, in terms of life expectancy (1), ill-

ness and hospitalization (2), child health (3), health behavior (4),
and dementia (5–7), knowledge about the potential conse-
quences of air pollution on cognitive abilities is more limited. A
few existing studies on the impact of air pollution on cognition
have mainly focused on young students (8–11). It is unclear
whether their findings hold for the whole population or not, in
particular for older cohort. Our paper fills this knowledge gap by
examining the pollution–cognition relationship by age in China
based on a nationally representative longitudinal dataset at the
individual level.
We find that air pollution impairs verbal tests, and the effect

becomes stronger as people age, especially for less educated men.
Cognitive decline or impairment are risk factors of Alzheimer’s
disease and other forms of dementia for elderly persons. As the
most expensive form of cognitive decline, Alzheimer’s disease alone
costs $226 billion of health services and 18 billion labor hours of
unpaid caregiving in 2015 (6). Moreover, given that senior citizens
have to make a host of complex high-stake economic decisions,
such as purchasing health insurance and planning retirement, the
decay in cognitive ability induced by air pollution will likely impair
the quality of the important decisions (12). The damage on the
aging brain by air pollution likely imposes substantial health and
economic cost, which has been neglected in the policy discourse.
Therefore, the finding on the detrimental effect of air pollution on
the aging brain has important policy implications.
On the technical level, our paper has tried to overcome several

common challenges facing this strand of empirical studies. First,
we address the potential problem of omitted variables, which
may be correlated with both cognition and exposure to air pol-
lution, on estimation bias by using a panel data at the individual
level. Most studies, except for those of Ebenstein et al. (10) and
Marcotte (13), fail to account for individual-level heterogeneity
due to data limitation. For instance, Ham et al. (8) only control
for school-grade fixed effects; Bharadwaj et al. (14) include only
sibling fixed effects. In this study, because we have access to a
longitudinal dataset, the China Family Panel Studies (CFPS), we
can remove individual-level unobservable factors.

Second, we have matched exposure to local environmental
stressors with individual cognitive performance according to the
exact time of test taking. This is more precise than in previous
studies, for instance, that of Ham et al. (8), who match yearly air
pollution with average standardized test scores at the school-
grade level. Third, most existing studies consider either the ef-
fects of transitory or cumulative exposure to air pollution, but
rarely both effects simultaneously, except for Marcotte (13). For
example, Ham et al. (8) and Ebenstein et al. (10) focus on con-
temporaneous exposure; Bharadwaj et al. (14), Molina (15), and
Sanders (16) examine the effect of cumulative exposure. We are
among the first to examine the cognitive impact of cumulative
exposure to air pollution while controlling for contemporaneous
exposure. By controlling for the latter, we can evaluate the relative
importance of transitory and accumulative effects. We find that
the accumulative effect dominates.
Given that cognitive ability shapes human behavior and de-

cision making, our result provides supporting evidence on the
findings about the negative effect of air pollution on decision
making (7, 17), risk attitude (11), and behavior (11, 18). The
damage on cognitive ability by air pollution also likely impedes
the development of human capital. In fact, a few studies have
found that exposure to air pollution lowers educational attain-
ment (10, 16) and results in lower labor productivity (19–22).
Air pollution is a ubiquitous problem in developing countries.

According to the global ambient air pollution database compiled

Significance

Most of the population in developing countries live in places
with unsafe air. Utilizing variations in transitory and cumula-
tive air pollution exposures for the same individuals over time
in China, we provide evidence that polluted air may impede
cognitive ability as people become older, especially for less
educated men. Cutting annual mean concentration of particu-
late matter smaller than 10 μm (PM10) in China to the Envi-
ronmental Protection Agency’s standard (50 μg/m3) would
move people from the median to the 63rd percentile (verbal
test scores) and the 58th percentile (math test scores), re-
spectively. The damage on the aging brain by air pollution
likely imposes substantial health and economic costs, consid-
ering that cognitive functioning is critical for the elderly for
both running daily errands and making high-stake decisions.

Author contributions: X.C. and Xiaobo Zhang designed research; Xin Zhang, X.C., and
Xiaobo Zhang performed research; Xin Zhang analyzed data; and Xin Zhang, X.C., and
Xiaobo Zhang wrote the paper.

The authors declare no conflict of interest.

This article is a PNAS Direct Submission.

Published under the PNAS license.
1Xin Zhang and X.C. contributed equally to this work.
2To whom correspondence should be addressed. Email: x.zhang@nsd.pku.edu.cn.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1809474115/-/DCSupplemental.

Published online August 27, 2018.
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https://www.businesstoday.in/magazine/the-break-out-zone/dirty-air-makes-you-dumb/story/282438.html

Cognitive Performance Impacts

https://labs.openai.com/
https://emagazine.com/air-quality-lower-iq/
https://www.wired.co.uk/article/air-pollution-intelligence-climate-change-research
https://www.businesstoday.in/magazine/the-break-out-zone/dirty-air-makes-you-dumb/story/282438.html
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Fine and ultrafine particulate matter tends to 
circumvent the mechanisms that the human body has 
to deflect, detain, and destroy unwelcome visitors.  

The health effects of air pollution are strongly 
influenced by particle size.
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Life Expectancy (2019) Hyperlocal AQ 
Health Outcomes

Humans as Sensors 
for AQ with ML
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Life Expectancy (2019) Hyperlocal AQ 
Health Outcomes

Humans as Sensors 
for AQ with ML
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Life Expectancy (2019) Hyperlocal AQ 
Health Outcomes

Humans as Sensors 
for AQ with ML
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Life Expectancy (2019)

North Texas

Hyperlocal AQ 
Health Outcomes

Humans as Sensors 
for AQ with ML
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Life Expectancy (2019) Hyperlocal AQ 
Health Outcomes

Humans as Sensors 
for AQ with ML
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Emergency Room Admissions
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Emergency Room Admissions
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Social & Environmental Observatory

Static AQ Monitors 
Calibrated with ML
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Sentinel = Software Defined Sensor + Platform 

Autonomic Biometric Sensing Machine LearningEnvironmental Sensing
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Wearable Sensors

Humans as Sensors 
for AQ with ML
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Wearable Sensors Decoding Autonomic Physiological  
Responses Using Machine Learning

x
1

x
2

x
3

x
4

x
5

…
x
n

y

Inputs

Output(s)

Inputs

Inputs

Inputs

Inputs

Inputs

Inputs

Training 

Imagine x1 through xn and y tabulated in a spreadsheet

y = f (x1, x2, x3, x4 , x5,…xn )

Multi-Variate Machine Learning Regression

Biometrics {
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The Composition of the Air Impacts our Performance
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DUEDARE  
Multiple 
Riders
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Model for PM1 Concentrations
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The Goals of the MINTS-AI AQ Monitors

‣ Provide a real-time aerosol size distribution.


‣ Provide measurements of the ultra-fine size fraction most 
impactful for human health and generally overlooked.


‣ Provide observations on the appropriate temporal (and 
spatial) timescales.


‣ Provide real time meteorological context from an accurate 
rain gauge and ultra-sonic wind speed and direction.


‣ Provide real-time measures of biodiversity.
Static AQ Monitors 
Calibrated with ML
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Abstract: Airborne particulates are of particular significance for their human health impacts and their
roles in both atmospheric radiative transfer and atmospheric chemistry. Observations of airborne
particulates are typically made by environmental agencies using rather expensive instruments. Due to
the expense of the instruments usually used by environment agencies, the number of sensors that
can be deployed is limited. In this study we show that machine learning can be used to effectively
calibrate lower cost optical particle counters. For this calibration it is critical that measurements of
the atmospheric pressure, humidity, and temperature are also made.

Keywords: optical particle counter; airborne particulates; machine learning

1. Introduction

Airborne atmospheric aerosols are an assortment of solid or liquid particles suspended in
air [1]. Aerosols, also referred to as particulate matter (PM), are associated with a suite of issues
relevant to the global environment [2–8], atmospheric photolysis, and a range of adverse health
effects [9–15]. Atmospheric aerosols are usually formed either by direct emission from a specific source
(e.g., combustion) or from gaseous precursors [16]. Although individual aerosols are typically invisible
to the naked eye, due to their small size, their presence in the atmosphere in substantial quantities
means that their presence is usually visible as fog, mist, haze, smoke, dust plumes, etc. [17]. Airborne
aerosols vary in size, composition, origin, and spatial and temporal distributions [14,18]. As a result,
the study of atmospheric aerosols has numerous challenges.

1.1. Motivation for This Study

Low cost sensors that can also be accurately calibrated are of particular value. For the last two
decades we have pioneered the use of machine learning to cross-calibrate sensors of all kinds. This was
initially done for very expensive orbital instruments onboard satellites (awarded an IEEE paper prize,
and specially commended by the NASA MODIS team) [19]. We are now using this approach operationally
for low-cost sensors distributed at scale across dense urban environments as part of our smart city
sentinels. The approach can be used for very diverse sensors, but as a useful illustrative example that
has operational utility, we describe here a case for accurately calibrated, low-cost sensors measuring the
abundance and size distribution of airborne particulates, with the implicit understanding that many
other sensor types could easily be substituted. These sensors can be readily deployed at scale at fixed
locations; be mobile on various robotic platforms (walking, flying, etc) or vehicles; be carried; or deployed
autonomously as a mesh network, either by operatives or by robots (walking, flying, etc.).

Building in calibration will enable consistent data to retrieved from all the low-cost nodes
deployed/thrown. Otherwise the data will always be under some suspicion as the inter-sensor
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The inhalable fraction is the mass fraction of total airborne particles which is inhaled through the nose
and mouth (<20 µm). For each of these six parameters we created an empirical multivariate non-linear
non-parametric machine learning regression model with hyper-parameter optimization.

PM1

(a) (b) (c)

PM2.5

(d) (e) (f)

PM10

(g) (h) (i)

Figure 1. This figure shows the results of the multivariate non-linear non-parametric machine learning
regression for particulate matter PM1 (panels (a)–(c)), PM2.5 (panels (d)–(f)), and PM10 (panels (g)–(i)).
The left hand column of plots shows the log–log axis scatter diagrams with the x-axis showing the
PM abundance from the expensive reference instrument and the y-axis showing the PM abundance
provided by calibrating the low-cost instrument using machine learning. The green circles are the
training data; the red pluses are the independent validation dataset. The blue line shows the ideal
response. The middle column of plots shows the quantile–quantile plots for the machine learning
validation data, with the x-axis showing the percentiles from the probability distribution function of
the PM abundance from the expensive reference instrument and the y-axis showing the percentiles
from the probability distribution function of the estimated PM abundance provided by calibrating the
low-cost instrument using machine learning. The dotted red line shows the ideal response. The right
hand column of plots shows the relative importance of the input variables for calibrating the low-cost
optical particle counters using machine learning.

Research Grade Sensor

Low Cost Sensor

Calibration of low cost sensor 
against research grade sensor 

using machine learning.

https://doi.org/10.3390/s20010099
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Temperature and Humidity

ESPEC BTL-433 Temperature/Humidity Chamber

7

Model BTL-433 BTX-475 BTZ-475 BTU-433

Temperature Range  -20 to 180°C 
(-4 to 354°F)

-70 to 180°C 
(-94 to 354°F)

 -20 to 180°C 
(-4 to 354°F)

Change Rate
(per IEC 60068 3-5)

 1.5°C/m heat-up
1.2°C/m cool-down

2.75°C/m heat-up
2.5°C/m cool-down

1.5°C/m heat-up
1.2°C/m cool-down

Temperature Fluctuation ± 0.5°C, per IEC 60068 3-5

Temperature Gradient ± 1.5°C (up to 100°C), per IEC 60068 3-6

Live Load Capacity 160 W to 0°C 300 W to -40°C 160 W to 0°C

Humidity Range 10 to 95% RH, per chart below -

Humidity Fluctuation ±5% RH per IEC 60068 3-5 
except measured in supply air -

Interior Volume 4 cu. ft (110 L)

Interior  (W x D x H) 19.6" x 15" x 23.6" (500 x 380 x 600 mm)

Exterior (W x D x H) 30.25" x 33.5" x 46" (770 x 850 x 1170 mm)

Heaters 500 W 1000 W 500 W

Refrigeration 1/3-hp x1 (single-stage) 3/4-hp x2 (cascade) 1/3-hp x1 (single-stage)

Air Circulation 200 cu. ft./min. (5.6 m3/min.)

Site Requirements

Power Supply 115V 1ph 60Hz, 20A 208/230V 1ph 60Hz 20A 115V 1ph 60Hz, 20A

Weight 325 lbs. (147 kg) 550 lbs. (250 kg) 325 lbs. (147 kg)

Sound Level 65 dBA (1 meter away from door)

Heat to Room 3,600 BTU/Hr 9,000 BTU/Hr 3,600 BTU/Hr

Gravity Drain 3/8" NPT

Humidity Water Supply
Supply: 3/8" NPT, 30-50 psig
Typical usage: 0.5 gallon/day

Purity required: 0.2 μS/cm to 10 μS/cm
-

Room Temperature Performance assured when room temp. is steady, 18 to 27°C (65 to 80°F)

80

60

40

20

20° 40°
Temp. in °C

60° 80°

%
R

H

5° / 15%

95

85°

Controlled humidity range for BTL-433 & BTX-475 models 
(without live load). Optional low humidity range shown in red.

SPECIFICATIONS - 4 CU. FT. MODELS

BTL / BTU-433: 1.2°C/m
BTX / BTZ-475: 2.5°C/m

-100

-50

50

100

150

0

-70

-20

180

60 1200 180 240 300 350

Chart shows example of heating and cooling ramps during 
IEC 60068 3-5 qualifi cation (see page 3).

‣ Chamber Calibration


‣ Mobile Calibration across DFW
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Figure 4. Data captured on May 23, 2014 (a) and May 28, 2014 (b). Color scale indicates PM2.5 
concentration.                                                                                  
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(b) 

Figure 5. Histograms and frequency distributions for May 23, 2014 (a) and May 28, 2014 (b). The color of the histogram 
represents the aqi defined by the EPA.                                                                                 

 
12 through the morning of May 14. Epoch D, corresponding to the data collected on May 14, showed the lowest 
particle counts for the month. Epoch E corresponds to several days of no rain and shows a steady increase of 
particle counts ending with 3 days of slight rainfall totaling only 6.86 mm (0.27") on May 25 - 27. However 
even though the amount of rain was approximately half of what fell very quickly on May 8, epoch F shows a 
decrease in particle counts. This indicates that a quick rainfall may not wash particles out of the atmosphere. An 
extended period of rain is needed. 

To objectively characterize the different types of size distribution observed, an SOM was used to classify the 
particle counts into 10 classes using each size bin as a variable, as seen in Figure 3(c). For most epochs, the data 
falls into several classes, but epochs C and D fall solely into classes 9 and 10, respectively. Comparing the size 
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Abstract 
Airborne particulates play a central role in both the earth’s radiation balance and as a trigger for a 
wide range of health impacts. Air quality monitors are placed in networks across many cities glo-
bally. Typically these provide at best a few recording locations per city. However, large spatial va-
riability occurs on the neighborhood scale. This study sets out to comprehensively characterize a 
full size distribution from 0.25 - 32 μm of airborne particulates on a fine spatial scale (meters). 
The data are gathered on a near daily basis over the month of May, 2014 in a 100 km2 area en-
compassing parts of Richardson, and Garland, TX. Wind direction was determined to be the domi-
nant factor in classifying the data. The highest mean PM2.5 concentration was 14.1 ± 5.7 μg∙m−3 
corresponding to periods when the wind was out of the south. The lowest PM2.5 concentrations 
were observed after several consecutive days of rainfall. The rainfall was found to not only 
“cleanse” the air, leaving a mean PM2.5 concentration as low as 3.0 ± 0.5 μg∙m−3, but also leave the 
region with a more uniform PM2.5 concentration. Variograms were used to determine an appro-
priate spatial scale for future sensor placement to provide measurements on a neighborhood scale 
and found that the spatial scales varied, depending on the synoptic weather pattern, from 0.8 km 
to 5.2 km, with a typical length scale of 1.6 km. 
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1. Introduction 
Multiple studies have established a strong link between aerosols and health issues [1]-[4]. Several illnesses have 
been attributed to long-term exposure of aerosols [5]-[7]. However, even short term exposure can have an effect 
on cardiovascular/cardiopulmonary or respiratory health [1] [8]. Aerosols and particulates have even been 
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bally. Typically these provide at best a few recording locations per city. However, large spatial va-
riability occurs on the neighborhood scale. This study sets out to comprehensively characterize a 
full size distribution from 0.25 - 32 μm of airborne particulates on a fine spatial scale (meters). 
The data are gathered on a near daily basis over the month of May, 2014 in a 100 km2 area en-
compassing parts of Richardson, and Garland, TX. Wind direction was determined to be the domi-
nant factor in classifying the data. The highest mean PM2.5 concentration was 14.1 ± 5.7 μg∙m−3 
corresponding to periods when the wind was out of the south. The lowest PM2.5 concentrations 
were observed after several consecutive days of rainfall. The rainfall was found to not only 
“cleanse” the air, leaving a mean PM2.5 concentration as low as 3.0 ± 0.5 μg∙m−3, but also leave the 
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REMOTE SENSING, MACHINE LEARNING AND PM2.5 4

Random Forests, etc.) that can provide multi-variate non-linear
non-parametric regression or classification based on a training
dataset. We have tried all of these approaches for estimating
PM2.5 and found the best by far to be Random Forests.

B. Random Forests
In this paper we use one of the most accurate machine learn-

ing approaches currently available, namely Random Forests
[53], [54]. Random forests are composed of an ensemble of
decision trees [55]. Random forests have many advantages
including their ability to work efficiently with large datasets,
accommodate thousands of input variables, provide a measure
of the relative importance of the input variables in the re-
gression, and effectively handling datasets containing missing
data.

Each tree in the random forest is a decision tree. A decision
tree is a tree-like graph that can be used for classification
or regression. Given a training dataset, a decision tree can
be grown to predict the value of a particular output variable
based on a set of input variables [55]. The performance
of the decision tree regression can be improved upon if,
instead of using a single decision tree, we use an ensemble
of independent trees, namely, a random forest [53], [54]. This
approach is referred to as tree bootstrap aggregation, or tree
bagging for short.

Bootstrapping is a simple way to assign a measure of ac-
curacy to a sample estimate or a distribution. This is achieved
by repeatedly randomly resampling the original dataset to
provide an ensemble of independently resampled datasets.
Each member of the ensemble of independently resampled
datasets is then used to grow an independent decision tree.

The statistics of random sampling means that any given tree
is trained on approximately 66% of the training dataset and
so approximately 33% of the training dataset is not used in
training any given tree. Which 66% is used is different for
each of the trees in the random forest. This is a very rigorous
independent sampling strategy that helps minimize over fitting
of the training dataset (e.g. learning the noise). In addition, in
our implementation we keep back a random sample of data not
used in the training for independent validation and uncertainty
estimation.

The members of the original training dataset not used in a
given bootstrap resample are referred to as out of bag for
this tree. The final regression estimate that is provided by
the random forest is simply the average of the ensemble of
individual predictions in the random forest.

A further advantage of decision trees is that they can provide
us the relative importance of each of the inputs in constructing
the final multi-variate non-linear non-parametric regression
model (e.g. Tables II and III).

C. Datasets Used in Machine Learning Regression
1) PM2.5 Data: As many hourly PM2.5 observations

as possible that were available from the launch of Terra
and Aqua to the present were used in this study. For
the United States this data came from the EPA Air
Quality System (AQS) http://www.epa.gov/ttn/airs/airsaqs/

TABLE II
VARIABLES USED IN THE MACHINE LEARNING ESTIMATE OF PM2.5 FOR
THE MODIS COLLECTION 5.1 PRODUCTS FOR THE TERRA AND AQUA
DEEP BLUE ALGORITHM SORTED BY THEIR IMPORTANCE. THE MOST

IMPORTANCE VARIABLE FOR A GIVEN REGRESSION IS PLACED FIRST WITH
A RANK OF 1.

Terra DeepBlue

Rank Source Variable Type

1 Population Density Input
2 Satellite Product Tropospheric NO2 Column Input
3 Meteorological Analyses Surface Specific Humidity Input
4 Satellite Product Solar Azimuth Input
5 Meteorological Analyses Surface Wind Speed Input
6 Satellite Product White-sky Albedo at 2,130 nm Input
7 Satellite Product White-sky Albedo at 555 nm Input
8 Meteorological Analyses Surface Air Temperature Input
9 Meteorological Analyses Surface Layer Height Input
10 Meteorological Analyses Surface Ventilation Velocity Input
11 Meteorological Analyses Total Precipitation Input
12 Satellite Product Solar Zenith Input
13 Meteorological Analyses Air Density at Surface Input
14 Satellite Product Cloud Mask Qa Input
15 Satellite Product Deep Blue Aerosol Optical Depth 470 nm Input
16 Satellite Product Sensor Zenith Input
17 Satellite Product White-sky Albedo at 858 nm Input
18 Meteorological Analyses Surface Velocity Scale Input
19 Satellite Product White-sky Albedo at 470 nm Input
20 Satellite Product Deep Blue Angstrom Exponent Land Input
21 Satellite Product White-sky Albedo at 1,240 nm Input
22 Satellite Product Scattering Angle Input
23 Satellite Product Sensor Azimuth Input
24 Satellite Product Deep Blue Surface Reflectance 412 nm Input
25 Satellite Product White-sky Albedo at 1,640 nm Input
26 Satellite Product Deep Blue Aerosol Optical Depth 660 nm Input
27 Satellite Product White-sky Albedo at 648 nm Input
28 Satellite Product Deep Blue Surface Reflectance 660 nm Input
29 Satellite Product Cloud Fraction Land Input
30 Satellite Product Deep Blue Surface Reflectance 470 nm Input
31 Satellite Product Deep Blue Aerosol Optical Depth 550 nm Input
32 Satellite Product Deep Blue Aerosol Optical Depth 412 nm Input

In-situ Observation PM2.5 Target

Aqua DeepBlue

Rank Source Variable Type

1 Satellite Product Tropospheric NO2 Column Input
2 Satellite Product Solar Azimuth Input
3 Meteorological Analyses Air Density at Surface Input
4 Satellite Product Sensor Zenith Input
5 Satellite Product White-sky Albedo at 470 nm Input
6 Population Density Input
7 Satellite Product Deep Blue Surface Reflectance 470 nm Input
8 Meteorological Analyses Surface Air Temperature Input
9 Meteorological Analyses Surface Ventilation Velocity Input
10 Meteorological Analyses Surface Wind Speed Input
11 Satellite Product White-sky Albedo at 858 nm Input
12 Satellite Product White-sky Albedo at 2,130 nm Input
13 Satellite Product Solar Zenith Input
14 Meteorological Analyses Surface Layer Height Input
15 Satellite Product White-sky Albedo at 1,240 nm Input
16 Satellite Product Deep Blue Surface Reflectance 660 nm Input
17 Satellite Product Deep Blue Surface Reflectance 412 nm Input
18 Satellite Product White-sky Albedo at 1,640 nm Input
19 Satellite Product Sensor Azimuth Input
20 Satellite Product Scattering Angle Input
21 Meteorological Analyses Surface Velocity Scale Input
22 Satellite Product Cloud Mask Qa Input
23 Satellite Product White-sky Albedo at 555 nm Input
24 Satellite Product Deep Blue Aerosol Optical Depth 550 nm Input
25 Satellite Product Deep Blue Aerosol Optical Depth 660 nm Input
26 Satellite Product Deep Blue Aerosol Optical Depth 412 nm Input
27 Meteorological Analyses Total Precipitation Input
28 Satellite Product White-sky Albedo at 648 nm Input
29 Satellite Product Deep Blue Aerosol Optical Depth 470 nm Input
30 Satellite Product Deep Blue Angstrom Exponent Land Input
31 Meteorological Analyses Surface Specific Humidity Input
32 Satellite Product Cloud Fraction Land Input

In-situ Observation PM2.5 Target

detaildata/downloadaqsdata.htm and AirNOW http://www.
airnow.gov. In Canada the data came from http://www.
etc-cte.ec.gc.ca/napsdata/main.aspx. In Europe the data came
from AirBase, the European air quality database main-
tained by the European Environment Agency and the Euro-
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Remote Sensing & AQ with ML

Time Taken
10 Mbps 20 Mbps 50 Mbps 1 Gbps

40 TB training data
4 Gb update

185 days 93 days 37 days 1 day 21 hours
54m 27m 11m 32s
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Machine learning to estimate global PM2.5

45ENVIRONMENTAL HEALTH INSIGHTS 2015:9(S1)

higher during El Nino compared to La Nina years.106 Com-
parison of our PM2.5 product for October 2005 (panel a) and 
October 2006 (panel b) shows monthly average enhancements 
in surface PM2.5 concentrations during the 2006 El Nino 
event of more than 30 Mg m–3. The large regions of burning 
are clearly visible in October 2006.

Finally, Figure 4 shows that our machine learning 
approach (background colors) well reproduces the US PM2.5 
seasonal cycle when compared to climatology observations 
(overlaid color filled circles).

Limitations. A unique strength of this study is the daily 
global coverage from 1997 to the present. However, as a con-
sequence of having a wide array of point sources, the PM2.5 
abundance can contain high spatial variability on small 
scales. The spatial resolution of our study is 10 km s 10 km 
(approximately 0.1o s 0.1o) determined by the spatial reso-
lution of the MODIS collection 5 aerosol products. Spa-
tial variability on scales smaller than 10 km is present but 
unresolved in our data product. In addition, there are data 
gaps due to both cloud coverage and the difficulty that the 
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Figure 2. The monthly average of our machine learning PM2.5 product (Mg m–3) for August 2001. The average of the observations at a given site is 
overlaid as color filled circles when observations were available for at least a third of the days. Notice the good agreement between the PM2.5 product and 
the observations. Also, as would be expected, in summer, the eastern US has much higher PM2.5 abundance than the western US. Central Valley and LA 
are clearly visible in California. Inset panel (A) is of Alaska and highlights common fire areas associated with elevated PM2.5. Insets (B) and (C) show the 
good agreement between our product and observations. Inset (D) shows the elevated PM2.5 with the heavily agricultural Central Valley in California, the 
highly populated Los Angeles metro area, the Sonoran desert (one of the most active dust source regions in the US), and the Four Corners power plants 
(some of the largest coal-fired generating stations in the US), and the Great Salt Lake Desert. Note the fine scaled features visible in this product, which 

are in marked contrast to the AirNow product.

CITATION: Lary et al. Using Machine Learning to Estimate Global PM2.5 for Environmental 
Health Studies. Environmental Health Insights 2015:9(S1) 41–52 doi: 10.4137/EHI.S15664. 

The monthly average of our machine learning PM2.5 product (g m–3) 
for August 2001. The average of the observations at a given site is 
overlaid as color filled circles when observations were available for 
at least a third of the days. Notice the good agreement between the 
PM2.5 product and the observations. Also, as would be expected, in 
summer, the eastern US has much higher PM2.5 abundance than the 
western US. Central Valley and LA are clearly visible in California. 
Inset panel (A) is of Alaska and highlights common fire areas 
associated with elevated PM2.5. Insets (B) and (C) show the good 
agreement between our product and observations. Inset (D) shows 
the elevated PM2.5 with the heavily agricultural Central Valley in 
California, the highly populated Los Angeles metro area, the 
Sonoran desert (one of the most active dust source regions in the 
US), and the Four Corners power plants (some of the largest coal-
fired generating stations in the US), and the Great Salt Lake Desert. 
Note the fine scaled features visible in this product, which are in 
marked contrast to the AirNow product.
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Fraction of the Time There is an Exceedance 

9 μg/m3

12 μg/m3

Dallas CountyTexasUSA

Plots by Prabuddha Dewage
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Predicting Lethality

The entire CT-Analyst GUI display predicting lethality for a scenario involving four separate chlorine releases in downtown Baghdad. Notations have been added giving the amounts and 
release times of the four sources. Sensor fusion for a backtrack computation and a site danger zone are also shown. Computation for this composite display takes about 0.1 second.

 
The Fifth International Symposium on Computational Wind Engineering (CWE2010) 

Chapel Hill, North Carolina, USA May 23-27, 2010 
 

 
 

particular site (purple square) in the center right, the upwind “danger zone,” where a source 
could contaminate the site, is computed and shown in green and blue-green.  The contour levels 
(black, purple, red, and yellow) actually displayed in the plumes in have been chosen to 
correspond to four levels of contaminant lethality for the inhaled gas.  

 
Figure 1.  The entire CT-Analyst GUI display predicting lethality for a scenario involving four 
separate chlorine releases in downtown Baghdad.  Notations have been added giving the amounts and 
release times of the four sources.   Sensor fusion for a backtrack computation and a site danger zone 
are also shown.  Computation for this composite display takes about 0.1 second. 

 
 By activating buttons on the lower portion of the display CT-Analyst can also compute 

plume footprints, envelopes, contaminant concentrations, and escape routes as a function of time 
for the sources.  Downwind consequence regions (for active “hot” reports) and upwind backtrack 
estimates (for all active “hot” and “cold” reports) can be displayed for the active sensors, 
indicated by filled triangles.  Contamination zones from down wind leakage and upwind danger 
zones can be plotted for different sites (green squares when uncontaminated and purple when 
contaminated).   

Multiple sensor fusion for instantaneous situation assessment is an automatic consequence 
of the nomograf representation.  A backtrack operation to identify unknown source locations is 
performed graphically with zero delay by overlap operations on the upwind danger zones of the 
“hot” and “cold” sensor reports.  Furthermore, to compute danger zones, plume envelopes, and to 
backtrack, knowing the actual concentration of the airborne agent is not necessary.  Indeed, until 
the total contaminant mass is known, plotting the actual concentration is impossible.  Instead, 
CT-Analyst provides a relative concentration.  The contamination footprints plotted by CT-
Analyst are chosen to provide plausible worst cases; they are designed to “safe-side” the 
resulting situation assessments. This is an interpretation designed for first responders.  In practice 
this means that any particular realization may only fill a part of the plume envelope depending on 
the structure of the wind gusts for that particular run.  CT-Analyst attempts to indicate all regions 
that may be dangerously contaminated with a minimal degree of uncertainty.   
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Forewarned is forearmed; 


to be prepared is half the victory.

Each Platform Has Multiple Payloads

Co-operating Robot Team

Simulation

Wearables Mesh Network of Sensors

Satellite

Maritime
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MINTS-AI: Human Health and 
Sensing in Service of Society

Prof. David. J. Lary

Static AQ Monitors 
Calibrated with ML

Mobile AQ Monitors on EVs 
Calibrated with ML

Remote Sensing  
& AQ with ML

Humans as Sensors 
for AQ with ML

Hyperlocal AQ 
Microenvironments

Hyperlocal AQ 
Health Outcomes

Mobile AQ Monitors on Bikes 
Calibrated with ML



Thank you!

Next Meeting: April 24, 2025

Recap email and next meeting details to follow. 

Please reach out to Analisa Garcia with any 
questions.

Email: agarcia@nctcog.org

Phone: (817) 695-9170

Air Quality Health Monitoring Task Force – January 2025 18
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